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We study the structure and dynamics of the interface separating a passive fluid from
a microtubule-based active fluid. Turbulent-like active flows power giant interfacial
fluctuations, which exhibit pronounced asymmetry between regions of positive and
negative curvature. Experiments, numerical simulations, and theoretical arguments
reveal how the interface breaks up the spatial symmetry of the fundamental bend
instability to generate local vortical flows that lead to asymmetric interface fluctuations.
The magnitude of interface deformations increases with activity: In the high activity
limit, the interface self-folds invaginating passive droplets and generating a foam-like
phase, where active fluid is perforated with passive droplets. These results demonstrate
how active stresses control the structure, dynamics, and break-up of soft, deformable,
and reconfigurable liquid–liquid interfaces.

active fluid | liquid–liquid phase separation | interfaces

Bulk active fluids composed of extensile rods are inherently unstable (1). An initially
uniformly aligned state rapidly evolves into steady-state turbulent-like dynamics through
the amplification of infinitesimal bend distortions by the active stresses (2–14). Active
fluids exhibit a complex interplay with rigid boundaries, geometrical confinements, and
deformable interfaces or membranes. On the one hand, rigid and immutable boundaries
dramatically change the structure and dynamics of a bulk-active fluid. For example,
geometrical confinement transforms bulk chaotic dynamics into coherent long-ranged
flows capable of efficient mass transport (15–23). On the other hand, the active fluid can
exert stresses on soft and deformable interfaces and membranes, regulating their structure
and dynamics and generating conformations and morphologies that are not accessible in
equilibrium. For example, in biological cells, a deformable lipid membrane interacts with
the stress-generating actin cortex to enable essential processes, such as blebbing, endo
and exo-cytosis, cell division, and wound-healing (24–27). It is, however, challenging to
elucidate universal physical principles in complex biological cells. Progress can instead
be made by studying simplified systems (28–41).

So far, experiments have mostly explored active fluids confined within finite-sized
lipid vesicles or droplets (42–48). We study microtubule-based active fluids that exhibit
long-ranged turbulent-like flows and can be prepared in milliliter quantities (2). Using
a recently developed system (35), we explore how such bulk fluids interact with
macroscale deformable and reconfigurable interfaces that are created by liquid–liquid
phase separation. The active fluid partitions into one of the two phases, generating
active stresses that power dramatic interfacial fluctuations. Active interfaces exhibit a
pronounced up–down asymmetry in the local curvature, which is explained by how the
interface breaks the spatial symmetry of the ubiquitous bend instability. Increasing the
activity beyond a critical value leads to giant fluctuations where the interface folds on
itself, enveloping passive droplets and generating foam-like perforated phases.

Experimental Realization of a Bulk Active Interface

The passive phase-separating system was a mixture of polyethylene glycol (PEG,
100 kDa) and dextran (500 kDa) dissolved in an aqueous buffer. At high polymer
concentration, this mixture separated into a PEG-rich and a dextran-rich phase (49).
We merged the PEG/dextran mixture with an active fluid, which contained MTs and
force-generating kinesin-streptavidin clusters (KSA) (35). The active fluid components
strongly partitioned into the dextran phase where microtubules (MTs) bundled due
to the depletion attraction (Fig. 1D) (50). The KSA clusters crosslinked multiple
MTs within a bundle. The ATP (Adenosine triphosphate)-fueled stepping of kinesin
motors drove interfilament sliding, which generated extensile active stresses that powered
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Fig. 1. Bulk phase separation between an active and a passive phase. (A)
Experimental setup used for imaging the active interface. The sample was
loaded into a transparent cylindrical tube, where it separated into a passive
Top PEG-rich layer and a Bottom dextran-rich layer (cyan) that contained the
MT-based active fluid. The sample was illuminated with a laser sheet. The x−y
plane was imaged by an objective aligned along the z direction. The tube’s
inner diameter was 2.4 mm. (B) Fluorescent dextran phase, reconstructed
from 2D x − y images at 120 different z positions. (C) A vertical x − y slice in
the Middle of the cylinder. Dextran is indicated in cyan. (D) The same slice
was imaged in the MT (red) channel. MTs strongly partition with the dextran
phase. White arrows are the 2D velocity field. The sample contained 129 nM
KSA, 2.1% PEG, and 2.1% dextran.

turbulent-like dynamics throughout the dextran phase. The
MT volume fraction was only 0.1%. Therefore, in the absence
of activity, they form isotropic liquid crystals. Activity-induced
local nematic order (SI Appendix, Fig. S11) (51, 52). An ATP-
regeneration system sustained the active dynamics for several
hours.

Previous studies explored MT-based active fluids next to an
oil–water interface, which did not exhibit visible fluctuations
due to a large surface tension (2). Here, we used PEG/dextran
mixtures which lowered interfacial tension by several orders of
magnitude (49). We optimized PEG/dextran concentrations and
molecular weights to simultaneously exhibit interfacial fluctua-
tions and drive efficient MT bundling essential for generation
of active stress. We studied a “high” interfacial tension mixture
of 2.1% PEG and 2.1% dextran, and a “low” interfacial tension
mixture of 2.0% PEG and 2.0% dextran (SI Appendix, Fig. S12).

Active interfaces and associated phase separation were previ-
ously studied in a quasi-2D confinement (35). In this regime, the
strong frictional interaction with the confining walls suppressed
the interface mobility and limited the magnitude and range
of active flows. Additionally, the interface exhibited activity-
induced wetting, which spread the active phase along the
confining walls and changed the interface structure. To minimize
boundary effects and frictional interactions, we created a 2D
active interface that separated a bulk 3D active fluid and a 3D
passive fluid. The active mixture was placed in a cylindrical
chamber, where it phase-separated into PEG-rich and dextran-
rich components. Brief centrifugation generated bulk phase
separation (Fig. 1A). A fraction of the dextran and the MTs were
fluorescently tagged. Samples were imaged with a light sheet
microscope (Zeiss Z.1 Lightsheet). Volumes were reconstructed
from x − y cross-sections obtained at successive z positions with
a step size of 20 μm (Fig. 1B). Scanning a 200 μm thick section
in two channels required 3.5 s and scanning a 600 μm section in
one channel required 4.3 s.

Immediately after centrifuging, the interface was flat. Sponta-
neous flows developed in the active phase generated interfacial
deformations on the scale of 10’s of microns (Fig. 1 B–D) (35).
The amplitude of interfacial fluctuations, which is a proxy
to the active forces operating at the interface, increased with
time (SI Appendix, Figs. S13 and S14 and Movie S1). The
magnitude of interfacial fluctuations was correlated with the
KSA concentration in the range of 45 nM to 180 nM (Fig. 2
and Movie S2).

Continuum Model of Active Phase Separation

To gain a qualitative understanding of the experimental findings,
we explored a continuum model of active interfaces (30, 35, 47,
53). The model was implemented in two dimensions, with a one-
dimensional interface separating the active and passive phases. In
contrast to previous work (35), we ignore frictional dissipation
which is not relevant for the bulk geometry of the experiments.
Despite different dimensionality, both simulations and experi-
ments allow for long-ranged active flows that play an important
role in driving the anisotropy of interfacial fluctuations. The
hydrodynamic equations were numerically solved for a mixture
of an active liquid crystal and a passive fluid, given by

Dt� = M∇2�,

DtQ = �A − ! ·Q + Q · !+
1
Γ
H,

0 = �∇2v −∇P + ∇ · � + f g ,

[1]

where� is the concentration of active fluid, the nematic tensorQ
describes the local orientational order in the active liquid crystal,
and v is the flow velocity which advects both � and Q through
the material derivative Dt = ∂t +v ·∇. Phase separation between
the active (� = 1) and passive (� = 0) phases is driven by the
chemical potential � = �F�/��, where F� is the Cahn–Hilliard
free energy, F� = (4
/�)

∫
dr
(
�2(�− 1)2 + (�2/2)(∇�)2).

Here, 
 is the surface tension of the phase-separated mixture and
� is the interface width.

The nematic order parameter Q is rotated by flow gradients
quantified by the strain rate Aij = (∂ivj + ∂jvi)/2 and vorticity
!ij = (∂ivj − ∂jvi)/2 and relaxes through H = −�FQ/�Q ,
where FQ is the Landau–de Gennes free energy for the mixture,
FQ =

∫
dr(r�/2)TrQ2 +(u/4)(TrQ2)2 +(K /2)(∇Q)2, with

Γ a rotational viscosity. Here, K is the nematic elastic modulus
and u > 0. To model the experimental system, we choose r > 0,
which ensures that in the absence of activity, the liquid crystal is
in the isotropic phase.

The flow is governed by Stokes’ equation and assumed
incompressible, ∇ · v = 0. It is controlled by the interplay
of viscous dissipation with viscosity �, pressure gradients, and
passive and active stresses, � = �p + �a. The active stress
�a = ��Q is controlled by the fraction � of active fluid. The
extensile nature of the liquid crystal is described by the activity
� < 0. Finally, fg = −ŷ(�0 + �Δ�)g is the force due to gravity,
with Δ� the difference in the densities of the two fluid phases.
More details about the model are given in SI Appendix.

Active flows generate local nematic order through flow
alignment (17, 51, 52). Above a critical activity �0 = 2�r/�Γ,
bulk isotropic active liquid crystals are linearly unstable and
develop spatiotemporal chaotic flows similar to those observed in
the nematic phase (31). We consider activities with magnitudes
larger than �0. We vary the surface tension 
 , keeping the
interface width fixed. We measure lengths in units of the interface
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Fig. 2. Asymmetric interfacial fluctuations in experiments and simulations. Top row (Experiments): Two-dimensional cross-sections of the interface at
increasing KSA concentrations. The amplitude of fluctuations increases with increasing KSA concentration. All samples contained 2.1% PEG and 2.1% dextran.
The images were taken at t = 2 h. Bottom row (Simulations): Both the amplitude and asymmetry of the interfacial fluctuations increase with activity at a fixed
surface tension, 
 = 500. The passive and active phases are shown in black and cyan, respectively. The nematic director inside the active phase is plotted every
30 lattice sites. Only a portion of both experimental and simulation systems close to the bulk interface is shown here.

width �, times in units of the nematic reorientation time Γ/r,
and stresses in units of liquid crystal energy density r. In these
units, the other parameters in the model are fixed as follows:
u = 10.0,M = 0.67, K = 106.67, � = 1.0, � = 1.0,
and Δ�g = 0.12, which correspond to �0 = 2.0. We solve
Eq. 1 numerically using self-developed pseudospectral solvers. All
simulation results are shown for a regular grid with 1024× 1024
lattice sites, and a total of 106

− 107 time steps. Details about
the numerical simulations are in Materials and Methods and SI
Appendix.

Asymmetry of Fluctuating Active Interfaces

We first studied the “high”-surface-tension regime, where inter-
faces retained their integrity throughout most of the experiment.
Careful inspection revealed a peculiar feature of such interfaces.
Typical interfacial configurations, especially at higher activity,
were characterized by steep and deep valleys wherein the passive
phase protruded into the active phase (Fig. 2A). In contrast, the
peaks of the active phase into the passive phase were shallow and
smooth. Motivated by these observations, we calculated the local
mean interface curvatures � and plotted their distribution over
the whole interface (Fig. 3A) (Materials and Methods). Positive
curvatures indicated valleys where the passive phase protrudes
into the active dextran phase (Fig. 3 A, Inset). The width of the
distribution increased with increasing KSA concentrations, which
controls sample activity (Fig. 3A). Additionally, the probability
density of local curvature exhibited a pronounced asymmetry. For
large amplitudes, the probability of observing positive curvatures
was larger than the negative ones (�(|�|) > �(−|�|)). Since
the distribution was measured along a plane, its average must
be zero. Therefore, the asymmetric curvature distributions did
not peak at � = 0, but at a small negative value of �. This
quantification confirmed that the protrusions of the passive phase
into the active phase were sharper and more pronounced than
the reverse.

The interface reconfigures on a time scale of tens of seconds.
Thus, over tens of minutes, it undergoes a sufficient number of
independent conformations to allow for accurate measurement
of the curvature distribution. Plotting the time evolution of such
distributions over the sample lifetime reveals that the interface ex-
hibited an intriguing aging effect (Fig. 3B and SI Appendix, Figs.
S13 and S14 and Movie S1). The magnitude of the fluctuations
and the width of the curvature distributions increased over time.
This trend was similar for interfaces measured at a fixed time
but with an increasing KSA concentration (Movie S2). It was

also reported in the previous study of quasi-2D interfaces (35).
These observations suggest that in MT-based active fluids, the
active stress increases with time. The origin of this behavior is
unknown.

To understand the asymmetry mechanism, we examined the
behavior of the interface in the continuum model. The interface is
defined as the locus of points corresponding to where the polymer
concentration� = 1/2. We calculated the local curvature �(s) at
the arclength s along the interface after the numerically integrated
equations reached a steady state (SI Appendix, Fig. S5). The
probability distribution of �(s) is asymmetric (Fig. 3C ), as found

A B

C D

Fig. 3. Asymmetry in the probability distribution of local interface curva-
tures �(�). Top row (Experiments): (A) Curvature probability distribution �(�)
for four KSA concentrations at time t = 2 h. Inset: defining � sign. (B) Time
evolution of �(�) for 183 nM KSA sample. Each curve is averaged over 30 min.
All samples contain 2.1% PEG and 2.1% dextran. Bottom row (Simulations):
(C) Curvature probability distribution at three values of activity � and fixed
surface tension 
 = 1,000. (D) The curvature asymmetry �+ − �− (Eq. 2)
increases with increasing activity and with decreasing surface tension 
. The
asymmetry saturates at large activity, where the interface breaks up due to
the invagination of droplets of passive fluid into the active phase. Open and
closed symbols correspond to states without and with droplet invagination.
The blue squares correspond to the curvature distributions in panel C.

PNAS 2024 Vol. 121 No. 51 e2410345121 https://doi.org/10.1073/pnas.2410345121 3 of 9
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Fig. 4. Active forces and flows in a bulk active fluid and in a phase-
separated mixture. (A) Analytically calculated active forces from a sinusoidal
deformation of the director field in a bulk active fluid (SI Appndix, Eq. S15).
Black arrows are active forces and light blue lines are the director field.
The black solid line is a guide to the eye as there is no interface here. (B)
Active forces from director deformations in a phase-separated active/passive
mixture (SI Appndix, Eq. S14). The black solid line denotes the interface
between passive (Top) and active (Bottom) fluids. (C) Active flows are obtained
from the numerical solution of the Stokes equation for a bulk active fluid with
the nematic configuration in the panel Above. The color map is vorticity !. (D)
In the phase-separated mixture, active forces are absent from the passive
phase, leading to asymmetric tangential flows that deepen the valleys and
broaden the peaks.

in experiments, with longer tails for � > 0 than for � < 0,
corresponding to smooth peaks and deep valleys. The asymmetry
is quantified by the difference between mean positive and negative
curvatures, defined as

�+ =

∫
∞

0 d� � �(�)∫
∞

0 d� �(�)
; �− =

∣∣∣∣∣
∫ 0
−∞

d� � �(�)∫ 0
−∞

d� �(�)

∣∣∣∣∣ . [2]

For symmetric fluctuations, �+ − �− = 0. We find that this
difference increases with activity, but saturates at high activity
(Fig. 3D).

We hypothesize that the asymmetry arises from the interplay
between the interface-induced structures of the active fluid and
the flows they generate. In aligned nematics, extensile activity
creates effective interaction that aligns the director field with
interfaces or walls (30, 54). We find that the same phenomenon,
known as active anchoring, occurs in the isotropic active phase
of extensile active liquid crystals (SI Appendix, Fig. S3). The
thickness of the aligned layer is controlled by the active length
scale `� ∼

√
K /|�| (SI Appendix, Fig. S4). Given the presence

of a surface-induced aligned layer, we compare active forces and
associated flows in a phase-separated active/passive mixture to
those in a bulk active fluid. We analytically calculate the active
forces induced by director deformations (Fig. 4 A and B) and
the associated active flows obtained from the Stokes equation
(Fig. 4 C and D and SI Appendix, section 2A). In a bulk
active fluid, active forces yield the familiar bend instability which
symmetrically enhances any director bend deformation (1). In

the active/passive mixture, the force-generating active liquid
crystal is located on only one side of the interface; active forces
are absent in the passive phase. This creates an asymmetry
in the flows that deepens and narrows the valleys into the
active fluids while stretching and broadening out the shallow
peaks (Fig. 4D). The asymmetry, due to the preferred align-
ment of the director with the interface, is exaggerated in this
idealized limit with perfect anchoring. Similar vortical flows,
however, arise due to active anchoring and give rise to curvature
asymmetry.

This dynamical asymmetry becomes more evident by examin-
ing the evolution of a sinusoidal perturbation of the interface
between a passive fluid and an active nematic with explicit
director anchoring (Fig. 5). In this minimal model, the flow is
driven by active forces and relaxes through the passive molecular
field H, but does not directly rotate the nematic director (SI
Appendix, section 3B). As the system evolves, the nematic texture
reorients to remain parallel to the interface. In a mixture of
two identical active nematics, the interface remains symmetric
while evolving in time (Fig. 5 A and C ). In contrast, in the
active/passive mixture (Fig. 5 B and D), the flow deforms the
interface asymmetrically, with sharp dips into the active phase.
We note that the asymmetry is a nonlinear effect, driven by flows
tangent to the interface. It cannot be recovered by linear stability
analysis of a flat or uniformly curved interface that only includes
normal active forces (38).

A B

C D

Fig. 5. Time evolution of an interface perturbation. The nematic is anchored
to the interface, and flows are driven by active and interfacial stresses (SI Ap-
pendix, section 3B). (A) Time evolution (black to red) of a symmetric interface
perturbation in the case of two identical active fluids Above and Below the
interface. The time-evolving interface preserves the initial symmetry (B) Time
evolution (black to red) of a symmetric interface perturbation in the case of an
active fluid below the interface and a passive isotropic fluid Above. The initial
symmetric perturbation of the interface builds curvature asymmetry i.e. it
develops a deep valley and a broad peak. (C) Flow field near the interface in
the case of identical active fluids for the interface configuration shown in red
Above. Arrows depict the flow velocity and color indicates normalized vorticity
!. (D) Flows near the interface separate the active (Below the interface) and
passive fluid (Above the interface) for the interface configuration shown in
red Above. The interface experiences asymmetric vortical flows, resulting in
curvature asymmetry.
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Fig. 6. Pathways of passive droplet invagination. Top row (Experiments):
Invagination of a passive droplet by the active phase. The valley in the
interface grows deeper with time. Eventually, the vertical walls merge to
form a passive droplet enveloped by the active fluid (Movie S3). The red
arrows mark the position of the invagination. Bottom row (Simulations):
Invagination of a passive droplet into the active fluid observed in simulations
(� = −20, 
 = 200, Movie S8 B).

Here we focused on experimentally relevant extensile active liq-
uid crystals. The same asymmetry arises, however, in contractile
flow tumbling fluids (� > 0, � < 0). In this case active anchoring
preferentially aligns the director normal to the interface, but
active flows are also rotated, resulting in the same behavior as
in extensile fluids. (SI Appendix, Fig. S8). This is due to the
correspondence between extensile flow aligning and contractile
flow tumbling active liquid crystals (55).

Interface Self-Folding and Droplet Invagination

Polymer concentration controls the magnitude of the interfacial
tension. So far, we studied “high” interfacial tension samples
where PEG and dextran strongly separate. Decreasing polymer
concentration reduced the surface tension, increased the magni-
tude of the interfacial deformations, and led to a qualitatively
new behavior. When deformations increased above a critical
threshold, the interface folded onto itself, invaginating passive
droplets into the active phase (Fig. 6 and Movies S3 and S4).
All such events followed a universal pathway: An initial valley-
like interfacial deformation developed into a deep canyon-like
structure that grew in depth over time. Eventually, the canyon
walls merged, producing a passive droplet entirely enveloped
by the active phase. Repeating invagination events created an
active phase perforated by passive droplets (Fig. 7A and Movies
S5–S7). Notably, the break-up of the continuous interface also
exhibited a pronounced asymmetry. While we observed frequent
invagination of passive droplets within the active phase, the
reverse process where active dextran droplets were ejected into the
passive phase was exceedingly rare if ever observed (Movie S6).

We analyzed the structure of the perforated active phase by
measuring the position and size of the passive droplets and
computing their total volume within the active phase as a function
of time (Fig. 7C ). The total volume was initially zero. It increased
rapidly after t = 1.2 h, when the interface deformations were
large enough to generate invaginations. This increase continued
with time, with no hint of saturation over the sample lifetime.
When compared to the “low” surface tension sample the droplet

volume in the “higher” surface tension sample increased more
slowly and remained smaller. Passive droplets have a lower
density than the active fluid. Thus, they creamed toward the
PEG/dextran interface creating a perforated foam-like region of
the active fluid. Due to gravity mismatch, the density of the
droplets varied with the vertical distance from the interface. The
fraction of PEG droplets decayed exponentially with increasing
distance from the interface (Fig. 8B).

Using the continuum model, we investigated how increasing
activity influences interface behaviors. Beyond a critical value �c ,
we observed the envelopment of passive droplets by a pathway
similar to experiments (Fig. 6). To quantify the onset of droplet
invagination, we computed the total area fraction of passive fluid
that is enveloped by the active phase. For low activity, the total
droplet volume is zero. Above �c , the interface starts to fold onto
itself and the total area of invaginated passive droplets becomes
finite, increasing in time and quickly reaching a nonzero steady
state value (SI Appendix, Fig. S10B). The steady state droplet area
obtained from simulations increases monotonically with activity,
saturating at the largest activity (Fig. 7D). In experiments the
total volume of invaginated droplets increases as a function of
time and does not saturate within the time scales of observation
(Fig. 7C ). We found a similar discrepancy in the magnitude of
interfacial fluctuations, which saturates in simulations, but grows
in time in experiments. These observations suggest a sort of aging
of the experimental system, where the active stress increases with
time. The microscopic mechanism for this is not understood.

A B

C D

Fig. 7. Continuous interface breakage and droplet formation. (A) Conforma-
tion of a “low”-tension interface at different times. The sample had 183 nM
KSA. (B) Dependence of an interface structure on activity. Surface tension is

 = 200.0. (C) The total volume of enveloped passive droplets as a function
of time normalized by the volume of the active phase, for “low” and “high”
surface tension samples. Once the fluctuation increased to a sufficiently large
value at t = 1.2 h, the invagination events took place, and the volume of
enveloped droplets increased linearly. (D) Mean total area of the passive
droplets in the active phase in steady state (normalized by the total initial
amount of active fluid) as a function of activity, for different values of surface
tension.
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We use the total droplet volume as an order parameter
to quantify the transition to the perforated active state. The
interfacial tension controls the location of the transition, with
higher tension samples requiring higher activity (Fig. 7D).
Intriguingly all the plots of droplet volume as a function of
activity collapse onto a master curve by rescaling the activity
(Fig. 9A). Using these data, we constructed a phase diagram
showing the stability of bulk phase separation versus a perforated
state as a function of activity and interfacial tension (Fig. 9B).
For |�| < �c there are asymmetric interfacial fluctuations but no
droplet formation. For |�| > �c the active fluid is perforated by
passive droplets that are then continuously advected and sheared
by the spontaneous flows. The critical activity �c grows linearly
with the interfacial tension: �c = (
 + 
0)/`, where 
0 and ` as
fitting parameters independent of activity (Inset of Fig. 9A).
The length scale ` depends on the nematic stiffness K and
condensation energy r and seems to be of order of the nematic
correlation length.

In the simulations, invaginated droplets can break apart or
evaporate through diffusion (53). However, they are largely
unable to overcome the elastic energy of the intervening liquid
crystal and rarely merge with each other or with the bulk passive
fluid (Movie S8). At moderate activities, this generates a steady
state with a well-defined mean average droplet size (Fig. 9C ). At
larger activities, however, finite size effects become important
as passive droplets are often advected to the bottom of the
simulation box where they are replaced by active material due to
boundary conditions �(y = −Ly/2) = 1 and �(y = Ly/2) = 0
(Materials and Methods). This, together with the constant release
of interfacial curvature associated with droplet invagination,
saturates the curvature asymmetry (Fig. 3D).

The transition to the perforated state correlates with the nor-
malized asymmetry of the interfacial curvature (�+−�−)/〈|�|〉,
where 〈|�|〉 =

∫
∞

−∞
d��(�)|�| is the mean of the magnitude of

the local curvature. The transition to the perforated state occurs
when the curvature asymmetry exceeds a threshold value, as is
shown in Fig. 9D. A minimal condition for droplet invagination
is that the active pressure |�| exceeds passive restoring pressure
from surface tension and gravity ∼ 
/` + Δ�gh, where h and
` characterize the size of fluctuations. When these fluctuations
grow large enough, passive droplets are enveloped by the active
phase in the regions of high negative curvature (Fig. 6). When
activity is increased above �c , the mean curvature asymmetry

A B

Fig. 8. The active fluid perforated with passive PEG droplets. (A) Two-
dimensional cross-sections of the perforated active phase at t = 2.9 h. (B)
Fractions of bulk dextran phase, PEG droplets, and bulk PEG phase at each
depth y in the same frame. The gravitational field points along negative y.
The sample contained 183 nM KSA, 2.0% PEG, and 2.0% dextran.

A B

C D

Fig. 9. Phase diagram of active interfaces. (A) The phase diagram in the
activity/tension plane showing the transition from asymmetric interface
fluctuations to interface folding. The critical activity �c for the transition is
identified numerically as described in the Inset of frame B. It is well fitted by
�c = (
+
0)/` (red dashed line), where 
0 and ` are fitting parameters. Insets:
snapshots of the phase field � at steady state in each phase (asymmetric
interface: � = −18, 
 = 200; perforated state: � = −28, 
 = 200). (B) Total
area fraction of passive fluid enveloped by the active fluid as a function of
scaled activity |�|/�c − 1 for various values of interface tension 
. Inset: the
blue dashed lines are linear fits to the total droplet area fraction versus |�|
plot (shown for 
 = 100,500). The intersection of each line with the zero area
axis identifies the critical activity �c . (C) The dependence of the droplet mean
size on |�| for various interfacial tensions. (D) Normalized mean curvature
asymmetry of the interface versus scaled activity |�|/�c − 1 for various 
. The
transition to the perforated phase with the onset of folding at �c corresponds
to a threshold value of this curvature asymmetry. At activities above �c , the
asymmetry decreases due to droplet folding in high-curvature regions of the
interface.

decreases as more droplets are pinched off at the interface. The
interface folding, however, is affected by surface tension, which
controls the droplet shape and size. This is why the simple scaling
ansatz fails for |�| > �c .

Discussion

We studied the behavior of bulk active interfaces. Our work
revealed an up–down asymmetry of the interfacial fluctuations
driven by an active fluid. We showed that such symmetry
breaking is due to interface-adjacent vortical flows generated
by active stresses located only on one interface side. At higher
activities, we observed giant interfacial fluctuations, which led
to the self-folding of the interface and the formation of passive
droplets enveloped by the active fluid. These behaviors were
observed in both experiments and numerical simulations. They
should be common to all extensile active fluids with liquid
crystalline degrees of freedom.

We compare our findings to previous work that studied active
interfaces in quasi-2D samples confined between vertical glass
walls separated by 60 μm spacers (35). Confined interfaces
did not exhibit measurable asymmetries. This difference can be
understood using our 2D model. In the confined samples, walls
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screen the range of active flows (12). Incorporating this effect
into the numerical model through frictional damping in the
Stokes equation, as was done in ref. 35, yielded no measurable
asymmetry of interfacial fluctuations. In contrast, the 2D model
employed here only includes internal viscous dissipation and no
extrinsic friction, thus allowing long-ranged hydrodynamic flows,
which in turn yield strong asymmetries of the interface. The
qualitative differences between the confined 2D experiments,
where friction is important and the bulk 3D samples studied
here, as well as between 2D simulations with and without friction
highlight the key role of long-ranged active flows in generating
asymmetric fluctuations of active interfaces. Importantly, other
interfacial properties such as roughening exponents and the
scaling of correlation length are known to strongly depend on
dimensionality (56, 57). While our work successfully reproduces
the main phenomenological properties of the 3D experimental
system in a 2D simulation, a proper comparison of, for instance,
roughening properties, requires computationally extensive three-
dimensional simulations.

Experimentally we do not have a sufficient time resolution to
track passive droplets enveloped by the active phase. Even without
such data, however, we can make several qualitative observations.
First, the lighter enveloped droplets accumulated near the active–
passive interface. Once there they were persistently separated
from the bulk passive fluid by a thin layer of active fluid
(Movie S5). Thus passive droplets rarely merge back with the
bulk passive fluid. We also rarely observed the merger of two
droplets. The same behavior was found in numerical simulations.
These observations suggest the presence of an effective repulsion
between a pair of droplets or a droplet and the bulk interface.

In the high-activity regime, at late times the total volume
of enveloped droplets increases linearly with time at a rate
≈1.7 × 104μm3/s (Fig. 7C ). Imaging data reveal roughly one
invagination event per volume of 4 × 104μm3 for each frame
taken every 4.3 s. This allows us to roughly estimate that the flux
due to invagination is ≈1 × 104μm3/s, which is comparable to
the rate of volume increase. This supports our claim that once
invaginated, droplets remain trapped in the bulk active phase.

We hypothesize that repulsion between two passive droplets
and passive droplet and bulk interface results from active anchor-
ing, which creates an interface-bound aligned layer of the liquid
crystals. When the interface is deformed, the resulting elastic
energy maintains the separation between interfaces (Fig. 10).
This elastic repulsion between interfaces separated by active fluid
regions becomes important when the separation is comparable to
the alignment length, which in turn is of the order of the active
length. This effect could also stabilize the perforated active phase,
preventing the merging of passive droplets back into the passive
bulk fluid. This repulsive interaction may, however, be modified
by active forces (58), which also contribute to controlling the
nature of the alignment.

We elucidated two complementary mechanisms that lead to
asymmetry of active interfaces over a broad range of activities.
The interface breaks the symmetry of the fundamental bend
instability, while nematic elasticity suppresses the merging of
passive droplets and the break-up of bulk active phase into
finite-sized droplets. These are, however, just partial ingredients
required to develop a complete model of deformable active
interfaces. For example, in a bulk fluid, the fully developed bend
instability leads to local fracture and generation of topological
defects (2). The interactions of topological defects with a soft
interface is a fertile and relatively unexplored area. Defects deform
soft interfaces asymmetrically. In turn, asymmetric interfaces can

A B

Fig. 10. Origin of the asymmetry of droplet splitting at the interface. The
dashed line along the interface illustrates active anchoring which yields an
aligned interfacial nematic layer. (A) Extensile active forces in the active
fluid (red arrows) enhance any curvature of the interfacial nematic layer,
promoting the splitting of droplets. At the neck of a protrusion, however,
deformations are impeded by elastic forces arising from deformations of the
aligned interfacial layer (blue arrows). This leads to an effective repulsion
between two interfaces separated by a nematic region. Such repulsions
become important when the thickness of the active neck is comparable to
the alignment length. They prevent the release of active droplets into the
passive phase. The same elastic repulsion prevents passive droplets, once
invaginated, from merging back with the bulk passive fluid (Movie S9). (B) The
invagination of a passive droplet into the active phase requires the lateral
growth of the vertical walls and the reduction of the intervening passive
region. The two vertical walls merge easily, as the intervening passive region
can shrink without raising elastic energy, and hence does not impede this
process.

control the spatial nucleation of topological defects and their
subsequent motility (SI Appendix, Fig. S7) (36, 40, 41, 59, 60).

We note a broad qualitative agreement between experiments
and theory. There are, however, also differences. First, sim-
ulations reach a dynamical steady state, as evidenced by the
total volume of enveloped droplets that saturate at long times
(SI Appendix, Fig. S10). The experimental system, in contrast,
shows no sign of reaching a steady state. One reason is that
in theory, it is easy to fix activity. In comparison, several
observations suggest that the activity in microtubule-based fluids
increases over time (Figs. 3B and 7C ). This complicates the
mapping between activity, KSA concentration, and time and
makes the dependence of asymmetry on activity very noisy. This
aging effect could also be causing growth of the volume of the
passive phase trapped in the active fluid (Fig. 7C ). Another
reason for this difference is that in simulations invaginated
droplets split into smaller droplets which can then evaporate
via an Ostwald ripening-like process. This process of Oswald-
like ripening is not observed in experiments. Another notable
difference is that in experiments, the mean size of individual
invaginated passive droplets gets larger with time (SI Appendix,
Fig. S15), while it decreases with increasing activity in simulations
(Fig 9C and SI Appendix, S10). The distribution of curva-
tures obtained in simulations exhibits a small subexponential
behavior for � > 0 (Fig. 3C ). This does not appear in
the experimental distribution. We do not yet understand this
discrepancy.

The perforated active phase qualitatively resembles the
microphase-separated state predicted in a scalar model of active
phase separation (61). There are, however, important differences.
In the scalar model, active forces only act at the interface resulting
in an effective negative interfacial tension. In our system, in
contrast, liquid crystalline degrees of freedom and associated
active flows in the bulk liquid crystal play an important role
in driving the asymmetry of interfacial fluctuations and droplet
invagination. Whether the interface between the active liquid
crystal and a passive fluid can be described by a model using an
effective single scalar model is an open question.
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More broadly, we note intriguing yet poorly explored similar-
ities between active phase separation and phase separation of two
immiscible viscoelastic polymers (62). Upon phase separation
of two polymers with very different relaxation times, one often
observes the creation of a sponge-like network of the slow compo-
nent trapped inside the fast phase, with an associated shrinking of
the volume of the bulk slow phase (63). This phenomenon arises
from the asymmetric distribution of viscoelastic stresses among
the two components and it is a long-lived transient, with the long
stages of viscoelastic phase separation approaching the behavior
of conventional fluid phase separation, as described, for instance,
by Model H (64). In the absence of activity, our system consists
of two phase separating polymers, PEG and dextran, but their
passive phase separation is not affected by viscoelasticity: The
volumes of the two bulk phases remain constant during phase
separation and no trapping of one phase into the other is observed.
In the presence of activity, however, the two components have
vastly different dynamics, as active stresses act directly only
on the active dextran/MT liquid crystals and accelerate their
dynamics relative to that of the passive PEG fluid. Additionally,
the coupling of the interfacial dynamics which is driven by
active flows, to the dynamics of the nematic texture introduces
an “effective viscoelasticity” in the system due to the time lag
between interface and texture relaxation. The perforated active
phase bears qualitative similarities with the sponge-like state
observed in viscoelastic phase separation but does not appear to be
a transient state. Investigating the connections between active and
viscoelastic phase separation is an interesting direction for future
work.

Our findings have broad implications. For example, in biology,
the stress-generating cytoskeleton interacts with membrane-
less organelles and lipid membranes, driving their nonequilib-
rium fluctuations and associated processes such as endo- and
exocytosis. Our results have implications for understanding
these complex interactions. From a material science perspec-
tive, a self-folding active interface provides a pathway for
generating finite-sized droplets and vesicles, by a mechanism
that is fundamentally different from the current microfluidic
technologies.

Materials and Methods

Protein Purification. Tubulin monomers were purified and labeled by
established protocols (65). 3% of tubulin was labeled with Alexa Fluor
647 NHS Ester (Invitrogen) using a Succinimidyl ester linker. The labeled
and unlabeled tubulin were polymerized together into MT with 0.6 mM
guanylyl-(alpha,beta)-methylene-diphosphonate (GMPCPP) (Gena Biosciences)
and 1.2 mM Dithiothreitol (DTT) in M2B buffer(65). The M2B Buffer contained
1 mM ethylene glycol-bis(�-aminoethyl ether)-N,N,N’,N’-tetraacetic acid (EGTA),
2 mM MgCl2, and 80 mM piperazine-N,N’-bis(2-ethanesulfonic acid) (PIPES)
in water and the pH was set to 7 (65). The final concentrations of MTs in
the samples were 0.67 mg/mL. Kinesin-401 protein fused to a biotin-carboxyl
carrier domain was expressed and purified by established protocols (65). It
was then attached to tetrameric streptavidin in an M2B buffer with 5 mM
DTT, forming a KSA. The final concentrations of KSA in the samples varied
from 42 to 183 nM.

PEG-Dextran Active Phase Separation. The active phase separated samples
were based on the previously published protocol, with several modifications (35).
Previous experiments used a mixture of 35 kDa PEG and 2 MDa dextran. Activity
in these samples could only be sustained by a specific polymer concentration,
which did not allow for the control of the surface tension. Therefore, we
changed the protocol for the phase separation. We added PEG (100 kDa,
Sigma-Aldrich) and dextran (450 to 650 kDa, Sigma-Aldrich) into M2B buffer

(80 mM K-pipes, 2 mM MgCl2, 1 mM EGTA, pH 6.8). For visualization, we
added a small amount of amino-dextran [Fina Biosolutions, (<0.1% w/w
final concentration)] labeled with Alexa-Fluor 488 NHS Ester (Invitrogen).
The final sample contained 2.0 to 2.1% (w/w) PEG and 2.0 to 2.1% (w/w)
dextran.

TheMTsandKSAwereaddedtothePEG-dextranmixturewithATP(3mMfinal),
antioxidants, and an ATP regeneration system made by established protocols
(35). The antioxidants contained (in final concentrations) 2 mM Trolox, 5 mM
DTT, 3.3 mg/mL glucose, 200 μg/mL glucose oxidase, and 35 μg/mL catalase
dissolved in a phosphate buffer (20 mM K2HPO4 and 100 mM KCl in deionized
water, pH 7.4). The ATP regeneration system contained (in final concentrations)
26 mM phosphoenol Pyruvate (Beantown Chemical) and pyruvate kinase/lactate
dehydrogenase (Sigma Aldrich) dissolved in M2B.

Chamber. The sample was contained in a transparent fluorinated ethylene
propylene (FEP) tube with an inner diameter of 2.4 mm, outer diameter of
4.0 mm, and refractive index of 1.344. The FEP tube was placed into a slightly
larger aluminum tube and heated in an oven with 80 ◦C for 20 min for
straightening (66). The tube was sonicated (Branson 3800) in 1 M potassium
hydroxide for 30 min and 190 proof ethanol for 30 min and stored in 10% (w/w)
Pluronic F-127 (Sigma-Aldrich) solution in water. The tube was sealed from the
bottom with UV glue and parafilm. It was mounted to the microscope from the
top.

Microscopy. The sample was loaded into the FEP tube with a pipette and
centrifuged at 2,000 g relative centrifugal force for 1 min (Fisher Scientific, 05-
090-128) to bulk separate the PEG-rich and dextran-rich phases. The tube was
mounted onto a laser sheet microscope (Zeiss Z.1 Lightsheet) and imaged for
3 h. The tube was immersed in water contained in a cubic transparent container
to keep the optical path the same during 3D acquisition. The temperature was
20 ◦C. The illumination objectives (5× 0.1 NA) create the laser sheet from both
sides of the samples. The imaging objective was 5× 0.16 NA. The illumination
lasers were 488 nm for the dextran channel and 638 nm for MT channel. In each
time frame, x− y images with step sizeΔz = 20μm were taken from the center
of the tube, generating a 3D image stack.

3D Curvature. To quantify the interface, we extracted the boundary between
the two phases from the dextran-channel image, which uses a machine-learning
algorithm to classify the image based on intensity thresholding (67). The 3D
interface was transformed into a mesh form using the software MeshLab (68).
The mean curvature on the interface was defined as the average of the 2D
curvatures in the x − y and y − z plane and calculated using discrete exterior
calculus (69, 70).

Numerical Simulations. The equations for the continuum model (Eq. 1) were
solved using self-developed pseudospectral solvers (71, 72). The equations were
solved on a two-dimensional grid of size 1,024× 1,024, with grid spacing fixed
to be Δx = Δy =

√
2/3, small enough to accurately resolve the interface

between the active and passive phases (which is the smallest length scale in the
system). Time evolution consisted of a simple backward Euler time stepping,
with Δt ∈ [10−5, 10−4], simulated for a total of 106 to 107 time steps. We
consider periodic boundaries in the horizontal (x) direction, and in the vertical
direction (y), we consider no-slip boundaries, with � = 0, 1 fixed at the top
and bottom boundaries respectively, consistent with the gravitational force (i.e
heavier active phase on the bottom). The system is initialized to be bulk phase
separated, with equal volumes of the active and the passive phases and the
active phase at the bottom,�(x, y, t = 0) = Θ (−y). Refer to SI Appendix for
additional details.

Data,Materials, andSoftwareAvailability. Experimental data of all interface
curvatures and droplet invagination, images, and corresponding analysis codes
have been deposited in Dryad (DOI: 10.5061/dryad.b8gtht7n0) (72). Simula-
tion code is available at https://github.com/paarthgulati/activeFolding_cuPSS
(73). All other data are included in the article and/or supporting information.
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